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The application of nonlinear approximation theory in strictly convex
normed linear spaces presents special problems owing to the fact that best
approximations are not necessarily unique [16] and that a complete (and
useful) characterization of best approximations is unknown for the commonly
used approximation families. In this paper, we shall study several aspects of
the unicity problem for a class of nonlinear approximation families in spaces
with sufficiently smooth norms. In particular, we wiIi consider the following
problems:

(1) When does a given element of the space have a unique best apprcxi
mation ?

(2) How many elements (in a topological sense) have unique best
approximations?

In [1] Cheney and Goldstein gave a partial answer to (1) for a class of
nonlinear approximating families in a real inner product space. Their result
states that if the distance from the point to the approximating set is suffi
ciently small (a bound is given) then the best approximation is unique. Spiess
in his thesis [2] improves their bound and gives several numerical examples.
Theorem 1 generalizes these results to the case of a normed linear spa.ce
with a twice Fn§chet-differentiable norm.

Theorems 2 and 3 answer (2) for a class of nonlinear families that include
ordinary rational functions (Theorem 4) and the so-called r-families of
Hobby and Rice [3] (Theorem 5). The basic result is that under appropriate
hypotheses the set of elements having unique best approximations contains
an open and dense subset of the underlying space. (A weaker version of t':1i5
result is proved for the r-families.) In Theorem 6 we show that the number
of minima of the functional [If - r II where fE L 2[O, IJ and r runs over the
appropriate set of ordinary rational functions is unbounded as we vary f. "',Ne
consider theorems 4, 5, and 6 to be the main results of t:1is paper.

The last portion of the paper is devoted to considering which elements of
the approximating family can appear as best approximations to eleme,,"ts
other than themselves.
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In what follows, E and H will be normed linear spaces, S an open convex
subset of E, and A a twice Frechet-differentiable map from S to H. Thus,
elements of H are to be approximated by elements of A(S) = {A(s)1 s E S}.
Moreover, H will be assumed to have a twice Frechet-differentiable norm.

The first and second (Frechet or Gateaux) derivatives of a transformation
g at a point x will be denoted by g'(x, .) and g"(x, " -) respectively. For
convenience the terms Frechet-derivative and Gateaux-derivative will be
shortened to F-derivative and G-derivative. The elementary facts about these
derivatives that will be used may be found in [4].

LEMMA 1. Let N(g) = II gil" for each gE H with g =;!= 0 where l' ? 2, and
let hand k be arbitrary in H. Then

(a) N is twice F-differentiable.

(b) N'(tg, h) = tit 1"-2 N'(g, h), N"(tg, h, k) = I t 1"-2 N"(g, h, k) and
[I N'(g, .)[[ = r II g 11'-1

where t is any nonzero real number.

(c) If F(x) = N(A(x) -1) then rex, k) = N'(A(x) - 1, A'(x, k)) and
F"(x, h, k) = N'(A(x) - 1, A"(x, h, k)) + N"(A(x) - 1, A'(x, h), A'(x, k)).
Herefrf= A(S) is arbitrary.

Proof Part (a), the chain rule, and partial differentiation [5, p. 685] imply
(c). To prove (a) let R(x) = x' for each real number x and let B(g) = II g II for
each g E H. Then N(g) = R(B(g)) and by the chain ruie N'(g, h) =
r II g 11"-1 B'(g, h) from which the relation II N'(g, ')11 = r II g 11"-1 is clear once
we note that II B'(g, ')11 = 1 [4]. Similarly, N"(g, " .) exists. To finish part (b)
we calculate

N(tg + sh) - N(tg)
s

II tg + sh II' -II tgll'
s

II g + s:z II' - II gil'
= tit 1'-2 ------,-~-

(sit)

Q.E.D.

which shows that N'(tg, h) = tit 1'-2 N'(g, h) by letting s -+ O. Similarly,

N"(tg, h, k) = lim _N_'("'-'tg"------'-+_s_h.:-,"-'.c)_-_N_'-,-,(tg=,_k-'...)
S~O s

. I t 1r-2 N' (g + s:z ,k) - N'(g, k)
= hm---------0-----

s...,o sit

= I t 1'-2 N"(g, h, k).
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Remark 1. The point g = 0 is exceptional since the norm on H is not
G-differentiable there. However, one can verify directly that N is once F
differentiable at 0 and is twice F-differentiable at 0 if r > 2. If r = 2 N may
fail to have two F-derivatives at 0, though in any case it is twice G-differen··
tiable there.

We no'w consider the problem of determining when a local minimum z of
the functional F(x) = N(A(x) - f) is a global minimum. We shall fol1o\'/
the approach of Spiess [2] and consider first the problem restricted to a ray
through z in a fixed direction k. The global problem is then handled by
considering all such rays.

For z EO Sand k EO Ewith [I k II = 1 andf$ A(S) given, let ("I: = {x EO Six =

z + ,\k for some A real}, T z .7' = {x EO (',k I i[ A(x) - A(z)! -s:; 21! A(z) ~
j-tl,: = infxETz", N"(A(x) - j, A'(x, k), A'(x, k)) and

BI: = sup II A"(x, k, k)l.
XETZ,k

We shall assume that the quantity II A(x) - A(z)[ increases monotonically as
x moves away from z along (z,1: . More precisely, the function

Willi.) = sgn AII A(z --I- Ilk) - .4(:):

is assumed to be strictly monotone increasing for all values of ,\ such that
z --:- Ak EO S. Note that this assumption easily implies that Tz., is convex.

THEOREM 1. Let F(x) = N(A(x) - f) = I: A(x) ~ iii' for x EO S, where
r ?': 2. Let z and k be as above and suppose there is an open neighborhood U of::
such that for all x EO Un Tz,k , F(x) > F(z) unles3 x = z< Then if

(p.,IY1(r-l)
II A(z) - ill < Pk = 1/3 --'-'--""-:::--

rBI.;

z is the unique global minimizer ofF on (Z,k •

Proof Suppose there exists Zl E {z.1: such tI:at F(Zll ~ F(z). Clearly,
Zl E To,k . By Taylor's Theorem,

for some y = tz + (1 - t) Zl with 0 < t < 1. Thus,

F(z!) - F(z) = Ij2F"( y, Zl - Z, Zl ~ z)

since F'(z, Zl - z) = 0. Therefore,

r( y, Zl - Z, Zl - z) = TPF"(y, k, k) ~ 0
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for some real number W, so that

o ;? P(y, k, k) = N"(A(y) - f, A'(y, k), A'(y, k» + N'(A(y) - f, A"(y, k, k»

;? /hk - IN'(A(y) - f, A"(y, k, k»1

;? /hk - II N'(A(y) - f, ')[1 '11 A"(y, k, k)11
;? /hk - rBk II A(y) - fII r

-
1 =(*).

But II A(y) - fll ~ II A(y) - A(z)11 + II A(z) - fll ~ 311 A(z) -fll (Note
that y EO Tz •k ).

Hence (*);? /hk - rBk3r
-

1 11 A(z) - fII r
-

1 > 0 since II A(z) - fll < Pk •
Thus we have a contradiction. Q.E.D.

The following corollary is immediate from Theorem 2.1.

COROLLARY 1. Suppose z EO Sand U is an open neighborhood of z such
that F(x) > F(z) for all x EO U unless x = z. Assume that for each k =J= 0, the
function cI\(A) = sgn A. [I A(z + Ak) - A(z)1I is strictly monotone increasing.
Then if II A(z) - fll < P = in~lklH Pk , z is the unique global minimizer of F
011S.

EXAMPLE 1. Let E = S = R (the set of real numbers), H = R2 with the
Euclidean norm and inner product [', ']. Let r = 2 and define A: S --->- R2 by
A(x) = (x, x 2). Finally, letf = {(O,f2)}'

Then [A(x) - f, A(x) - f] has a relative minimum at z = 0 if f2 < 1/2.
Also, the formulas A'(x, k) = k(1, 2x) and A"(x, k, k) = k2(O, 2) for k EO R
are clear. Thus, II A'(x, k)112 = (1 + 4x2) k2 and II A"(x, k, k)[1 2 = 40 so that
Bk = 2 if I k I = 1. We also have that

sgn AII A(z + Ak) - A(z)1I = sgn A. I AI . Ik [ . vI + A2k2

= Ik I . Av'I + A2k2

which is clearly strictly monotone increasing for k =J= 0.
N(g) = [g, g] for all g EO H and by direct computation N'(g, h) = 2[g, h]

and N"(g, h, h) = 2[h, h]. Hence,

N"(A(x) - f, A'(x, k), A'(x, k» = 2(1 + 4x2) k 2

which implies that (-Lk = 2 for I k I = 1. Then if

II A(O) - f[1 = Ih I < 1/3 ( 2~2) = 1/6.

A(O) is the unique best approximation tofin A(S).
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The following application of Corollary 1 generalizes a result of Cheney snd
Goldstein [1].

EJel\MPLE 2. Let T be a compact Hausdorff space and 1'1'1 a regular Borel
measure on T. Suppose {VI, ... , vn} is an independent subset of eeT) (tne real
valued continuous functions on T) with the property that each nonzero g in
span h ,..., v,,} is such that m{t Iget) = O} = O.

Let f: R -->- R be twice differentiable and satisfy J'vf ?-': f'es) ?-': CI. > 0 and
I1"(s)[ :.s:; y for all s EO R (e.g.,f(s) = s + arctan (s». Let vO = (L\(-), ... , v,n)
and for x EO Rn, let [vO, x] denote the generalized polynomial L:~I X;D; (OL
Note that the hypotheses imply that II[u('), x]11 is a norm on R",

Define A : Rn -->- Lp(T, m), p > 2 by A(x) = ferrO, xD and let

N(h) = IT i h IP dm

for each h EO Lp(T, m). We then have theformulas A'(x, k) = 1'([v('), x])[v(-), k]
and A"(x, k, k) = 1"([v('), xD [v(·), kF from which the estimate
B == sUPilk'l=lll A"(x, k, k)[1 :.s:; yK is easily obtained where K = (m(T);:!p.
maxta II v(t)11 2 where the usual Euclidean norm is being used for elements
of R".

For each tEO T, A(x + h)(t) - A(x)(t) = fervet), x + 11]) - f([u(t), xl) =
j'([v(t), x + eth])[v(t), h] where 0 < et < 1 using the mean value theorem.
Therefore,

II A(x -r- h) - A(x)11 = [J~ I f'(v(t), [x + eth])!" . i [vet), Ii]: P dmt''' ?-': ;:;:f:3I! h !I

where 13 > 0 is such that II[vO, h]11 ?-': 1311 It II for all h EO Rn. Moreover, if we
define If;,P\) = II A(x + Ah) - A(x)lli' = N(A(x + "Ak) - A(x») where k ~ 0,
we have by direct calculation and the mean value theorem that

If;,,,'(t..) = N'(A(x + Ak) - A(x), A'(x + Ak, k))

= /..p f/'([v(t), x + Ak]) . f'((t{t), x -+ etl\.k)) . [,,{t), k]2

. I[v(t), kWH. I f'([t{t), x + 8tt.k])!P-2 dm

(see Lemma 4) which shows that the function sgn It . :1 A(x + Ak) - A(x): I is
strictly monotone increasing.

Let D = {x : II A(x) - A(z)11 :.s:; 211 A(z) - g II} and Q = {k : Ii k II = I}
where Z EO R" and g EO A(Rn) are arbitrary. D is clearly closed and is also
bounded since if x EO D, then rxf3ll x - z Ii :.s:; I: A(x) - A(z)li :.s:; 2 II A(z) - g !i .
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It is also easily seen that the map (x, k) ---+ N"(A(x) - g, A'(x, k), A'(x, k» =
p . (p - 1) IT I A(x) - g IP-2!,([V(t), X])2 [vet), k]2 dm (see Lemma 4) is
continuous and positive for each (x, k) EO DxQ. Hence

p, = inf N"(A(x) - f, A'(x, k), A'(x, k» > O.
Ilkllo=l

Finally, we note that if z is not itself a minimizer ofF( .), then F takes on its
minimum at some point Zo in the interior of D and we conclude that if
II A(zo) - g II < (p,lpyK)l/P-l 1/3 (note that this number is less than or equal
to the number Pk of Theorem 1 for each k * 0) then Zo is the unique global
minimizer of F on Rn.

Thus we have an example of a class of nonlinear approximating families in
LiT, m), p ;:? 2, with the property that if a point is sufficiently close to the
approximating set it has a unique closest point in the set.

We now consider the problem of determing the topological size of the set
of elements of H possessing more than one best approximation in A(S). We
shall need the following standard definition.

DEFINITION 1. A subset JVI of a normed linear space F is called approxima
tively compact if for each f EO F and each sequence {m/,;} C M such that
IIf - mT.; 11---+ infmEM Ilf - m II there exists a subsequence {md and an
element m* EO M such that II mhO. - m* II ---+ O. )

)

LEMMA 2. Let M be a approximative!y compact subset of a normed linear
space H. Suppose x EO H has m EO M as its unique closest point in M and let
{Xk} be any sequence converging to x and {mk} any corresponding sequence of
closest points in M. Then II mT.; - m 1/-" O.

Proof See [6, p. 388].

Notations and Assumptions. Unless otherwise stated the following notation
and assumptions will be in force for the remainder of this paper. The symbol E
shall denote a fixed normed linear space, S an open subset of E, and A a
twice F-differentiable map from S to H where H is a strictly convex normed
linear space with a twice F-differentiable norm. In addition it shall be assumed
that A(S) is approximatively compact and that the maps x ---+ A"(x, ., .) and
g ---+ N"(g, ., .) are continuous on Sand H,,-, {O} respectively where

N(g) = II g Ilr

for some r ;:? 2.
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THEOREM 2. Let a map F be defined by F(f, y) = N(A( y) - f) for f E H,
YES, and let Yo E S andfo E H befixed. Assume that A< exists on a (relatiudy)
open neighborhood ofA(yo) and is continuous at A(yo) and that

inf r(};o, Vo , k, k;\ = 'l1 > 0
::kll=l· .,

(the differentiation is with respect to y). Then ifA( Yo) is the unique best approxi
mation to fofrom A(S), there is a neighborhood Voffo such that f has a unique
best approximation in A(S) for each f E V.

Proof Clearly, A(S) being approximatively compact implies that each
f E H has at least one best approximation in A(S). Suppose the theorem is
false. Then there exists a sequence {/,,} such that 1" -+ fo and such that each
fn has at least two distinct best approximations in A(S), say A(YnJ and
A(yn'). By Lemma 2, {A(Yn)} and {AU,;,')} converge to A( Yo), and so by
continuity of A-1 at Yo, J'n -+ Yo and yn' ~,. Yo·

Consider the map (f, y) -+F"(f, y, ., .) = IV'(A(y) - f, A"(y, ., .») +
N"(A( y) - f, key, '), A'(y, .» from HXS -+ B(E, B(E, R» where B(E, G)
denotes the set of bounded linear transformations from t':1e normed lineu
space Eto the normed linear space G. This map is easily seen to be continuous
so that given E > 0 there exists a O(E) > 0 such that if

ii y - Yo I' + ilf - fo II < 0(10),

then Iref, y, k, k) - ruo , Yo , k, k)[ < E for all k such that i! k [I = 1. Let
E = 7)/2, w = {y E S : II J' - Yo II < 8(E)/2}, and

U = {IE h : lif - fo [J < 0(E)/2}.

Then for aU (f, y) E UXW, r(f, y, k, k) ~ YJ/2 > 2 for each k satisfying
II k[[ = 1.

Sincefn -+ fo ,J!n -+ Yo, and Yn' -+ Yo we may assume that for aU n, (f" , Y.,)
and Un, Yn') lie in UXw. Now FUn, Yn) = FUn' Yn') and so by Taylor's
Theorem 0 = Ffln, Yn) - F(!",/;, }'n') = F'efn , Yn f

, Yn - Yn', ~Vn - Yn') --'
(1/2) F"(fn , Z, J'n - Yn', Yn - Yn') for some z between y" and )',/. Now,
F'Un , Yn', Yn - Yn') = 0 since Yn' is a local minimizer ofFUn, .) in S, and so

o = F(fn , Yn) - F(fn , Yn')
II Yn - y.n' [1

2

1 "- _ F" (. I' Z Yn - Yn .Vn - )'n \, > it.. > 0
- 2 In,, 11)1 -)1' II ' I:)' _,,' il ~ YJ: .

Inn. J'n Jnl J

since Z E Wby convexity andfn E U. Thus we have a contradiction. Q.E.D.
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Remark 2. We note here for later use that Theorem 2 is valid even when
S is not open in E provided that the point Yo lies in the interior of S. Then the
condition N'(A(yo) - f, A'(yo , h» = °for all h EO E is still necessary and the
proof is the same.

The following concept of a "normal" element of A(S) is not only useful
for the problem at hand, but also plays a basic role in the question of which
elements of A(S) can appear as best approximations to elements of H ""' A(S).

DEFINITION 3. (1) A point A(x) EO A(S) is called normal if A-l exists on a
neighborhood of A(x). is continuous at A(x), and A'(x, .) is one to one. (2)
NP will denote the set of points having at least one normal best approxima
tion.

LEMMA 3. Let 1M be an approxil11ative~y compact subset of a sTrictly
convex 110rmed linear space E. Suppose there exists a set SCM with the
following properties:

(a) The subset T = {x EO E,......, M I PM(x) n S =P 0} is dense in E r-; M
where P,~lx) is the subset ofbest approximaTions ofx.

(b) For each Xo EO T, ,\ EO (0, 1), and mo EO PM(XO) n S there is a neigh
borhood V/xo) ofAxo + (1 - ,\) mo such that for each x EO V,\(xo) , PM(x) is a
singleton.

Then the set U of all elements in E having unique best approximations in M
contains an open and dense subset of E.

Proof Let Xo be in T and 1110 in Pm(xo) n S. Using (b) choose for each
,\ EO (0, 1) a neighborhood V,\(xo) of X.I === ,\xo + (l - ,\) mo with V\(xo) C U.
Then let Vo == U Vl\"o) where the union is taken over all Xo EO A,
mo EO PM(XO) n S, and ;\ EO (0, 1). Finally, let V = Vo U MO where MO denotes
the interior of il1. Clearly V is an open subset of H so it suffices to show that
Vis dense.

Let x be arbitrary in E r-; M. Then there is a sequence {x n } C T converging
to x by (a). But by definition of V, there exists for each positive integer
nay", EO V such that II y" - X n II < lin. Then y" ---+ x and so V is dense in
E ""' M. Similarly, if x EO M r-; iV!O then each neighborhood of x intersects V.
Thus there is a sequence in V converging to x and so V is dense in E. Q.E.D.

THEOREM 3. Assume that NP is a dense subset ofH and that

inf N"(A(y) - f, A'(y, k), A'(y, k» > °
Ilkll~l

tl'henever A(y) EO NP andf # A(y). Then the set U ofall elements in H having
unique best approximations in A(S) contains an open and dense subset of H.
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Proof. We may assume that H # A(S). Let f EO NP n (H r-.." A(S» and let
A(y) be any normal best approximation off By the strict convexity of H.
each 1\ = ,\f+ (l - A) A( y) where °~ ;\ < 1 has A( y) as its unique best
approximation [2, p. 6] and the following conditions hold: 0 = F'{/; , y, k)
and 0 ~ F"(f" y, k, k) = N'(;\(A(y) - n, A"(y, k, k» + JV''(A(A(y) - n,
A'( y, k), A'(y, k» = Ar-2(AN'(A(y) -I, A"( y, k, k» + N"(A(y) - f, A'(y, k),
A'()', k»).

Since in~lk~l N"(A(y) - I, A'(y, k), A'(y, k» > 0 and since the above
conditions also hold for A = 1, it follows that infrlklH F"(f, y, k, le) > 0 for
each 0 < ;\ < 1. Hence by Theorem 2 there is an open neighborhooQ
Vel, ,\, y) about each j, which is contained in U Thus by lemma 3 the
theorem holds. Q.ED.

LEMMA 4. Let (X, 111) be an arbitrary measu,e space. For p ~ 2, let NI-.J
denote the map f ->- i1fl!~ = Ix Ifl Pdm. Then N is twice F-d(fferentiable on
LiX, tn) alld the formulas N'(/, k) = p fxfJIP-2 kdrrz and N'\t~ k. h) =

p( p - 1) Ix 1/1 1>-2 hkdm hold, where f, It, alld k are elements of L pCY, m\
Furthermore, the map f -)- N"(f, " .) is continuous everywhere. (See [7] for a
proof)

Theorem 3 will now be applied to two important types of nonlinea,
approximating families. The first of these is the set of polynomial rational
functions on [0, 1] with fixed degree of numerator and denominator, and
the second is the class of T-families whose study was initiated by Hobby and
Rice j;} 1967 [3].

DEFINITION 4.

R;;,~O, 1] ==0 {pjq: p = a o + ... + a"xn , q = bo --:... ... + blllx"',

with q(x) > 0 for all x EO [0, In. (We shall denote this set more simply by R;;,.)

DEHNITIO~ 5. Let JV = { pjq EO R;~: dim( pQ + qP) = m + II "7" 1,
where P == span{l, X, ... , x"}, and Q = span{1, X, ... , x"';. Elements of .f· are
called normal and it is shown in [8] that they comprise the normal elements of
R", n in the sense of Definition 3 using the maps defined belmv.

Remark 3. It is known that pjq EO .A-~ if and only if

min{n - op, m - oqJ = 0

and p and q have no common factors where the symbol c denotes "degree
of" [9].
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It will be shown in Corollary 2 that the elements of .A' are precisely the
ones that can appear as best approximations to functions not in R~,.

Let S = {y = (ao ,..., an , bi , ••. , bm) E R",+n+1 :

1 + bix + ... + bmxrn > °for all x E [0, I]} and define A : S -->- Lp[O, 1] by
A(y) = (ao + ... + anxn)j(l + bix + '" + b",xm). Then A(S) = R::' since
if r = (ao + .. , + anxn)/(bo + ... + bmx"') is in R~, then bo -=I=- 0, so r has a
representation with bo = 1.

THEOREM 4. The set U offunctions in Lp[O, 1], P ;? 2, having unique best
approximations in Rmn contains an open dense subset.

Proof S is easily seen to be open and A(S) is weakly closed and hence
approximatively compact [10 and 6, p. 368]. Also, each element of
A(S) ""' R::'-=-~ is normal in the sense of Definition 3. A is twice F-differentiable
on S with A'(y, h) = LJjq2(y) and

A"( 1 I) 2L1 q(h) - 1
y, 1, 1 = q2(y) q(y)

where hE Rm+n+l, LJ = p(y)(q(h) - 1) - p(h) q(y), and where

for u = (ul , ... , Um +.HI). From the second formula it is easily established that
the map y -->- A"(y, " .) is continuous.

Suppose f 7'= A(y) and A(y) E JV. Then for k 7'= °in Rm+n+1 we have that
the (Lebesgue) measure of {x : A'(y, k)(x) = O} is zero since A'(y, .) is one
to-one so that A'(y, k) is a nonzero rational function on [0, 1]. Thus by the
continuity of the map k -->- N"(A(y) - f, A'(y, k), A'(y, k)) and the compact
ness of {k: II k II = I}, in~lkH N"(A(y) - f, A'(y, k), A'(y, k)) > 0. Also,
NP = Lp[O, 1] ""' R;;'-=-~ as remarked above and so is dense in H. Hence the
result follows from Theorem 3. Q.E.D.

The r-families of Hobby and Rice can be described as follows: A function
y(t, x) from T x [0, 1] to the real numbers is given, where Tis a subset ofthe
reals. For a fixed positive integer 11, consider the family

F = k(X) = ~I aiy(ti , x): ai is real, and ti E T for all i!.
Then given g E Lp[O, 1] we seek a best approximation to g from F. However,

since F is not closed, in general [11, p. 43] it is necessary to consider the
closure of F. If T is compact (and if Yet, x) satisfies certain conditions given
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in Theorem 5 below) then it is known that the closure in LAO, l} for any
1 ~ p ~ co is given by

\ k lni k "

F = j I I ai/yUl(!; ,x): I (111; + 1) ~ Nand t; c T for all i:~
\ i~l J~O i~l )

where yljj(t, x) denotes (cJyjotJ)(t, x). (See [8] or (9) for example).
Until recently, the parameterization of F has presented great difficulties

since the natural parameterization of elements of F by the a;'s and t/s does
not extend to F in any simple way. However, in [12], Barrar and Loeb have
introduced a parameterization of F that can be easily extended to F. To
parameterize F, define a map A : D -+ qo, 1] by

ACc1 ,,,., Cn , al , ..• , a,,)(x) = A(c, a)(x)

y(z, x} dz

where D = {ecl , ... , en, a l , ... , at,) ~ (c, a) c Rtn i zn + a1zn - 1 + ... + an has
all its roots in T} and where K is any contour in U with T in its interior. Now
D is a closed subset of R2" and so for differentiation one can extend A to the
open set V = {(c, a) EO R2n I zn + alzn-1 + ... + an has all its roots in the
interior of K}. Since y(z, x) is real valued for real z it follows from the residue
theorem and Schwarz's principle of reflection that A(c, a)(-) is real valued for
each (e, a) EO V. It is a lengthy but straightforward exercise (see [14J) to
verify that the map A satisfies all the hypotheses of Theorem 3. However, D
is not open in Rtn so that the usual orthogonality condition for a best approxi
mation (i.e. I\F'(A(x) - f, A'(x, h» = 0 for all h c R2n) is no lO!1ger necessary
in all cases. [t is clear, however, that the condition is still necessary whenever
the best approximation lies in the relative interior of the original family F.
Thus using Theorem 2 (see Remark 2) and the techniques of Theorem 3 we
have the following weaker version of Theorem 4.

THEOREM 5. Let T be a compact subinterval of the real line Rand Y(7. x)
a functioll on T X [0, 1] to R satisfying:

(1) For some region U of the complex plane containing T the (ullcrion
y(z, x) is defined and analytic in z for each fixed x EO [0, 1] and real1'Glued for
real z.

(2) Each fimctiol1 yW(z, x) = (ojy(ozj)(z, x) j = 0, 1, ... , n - 1 is joilltly
continuous in z and x on U X [0, 1].
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(3) If any function of the form

P nli q l1li

I: I: aijy(j)(ti , x) + L L [aijy(j)(Ai , x) + aijy(j)(Ai , x)]
i=1 j~O i~p+1 j~O

is zero for all x, where L:~~1 (mi + 1) + 2 L:;~P+1 (mi + 1) ~ 2n, ti ET, and

Im(A i ) =/=- 0, then
q mi

L I: I aij I = O.
·i=1 j~O

Let W denote the set of functions possessing a best approximation in
p = {L:::1 aiy(ti , x) : ai is real and ti E TO for all i = 1,... , N}. Then the set of
functions in W having a unique best approximation in P contains a subset that
is at once open and dense in W in the relative topology and open in Lp[O, I]for
2 ~p < 00.

Remark 4. For the choice yet, x) = etx all the assumptions are obvious
but (3). For a proof of (3) in this case see [10] and [11, p. 45]. Also using the
results of Barrar and Loeb in [13] it is easy to show that Theorem 5 also
applies to the exponential family for the choice T = (-00, (0).

We shall now consider the question of how many best approximations an
element may have. For simplicity we shall restrict our attention to Rmn
considered as a subset of H = L2[0, 1]. The proof of the following lemma is
quite elementary and has thus been omitted.

LEMMA 5. Let Lo and Mo be closed subspaces of the Hilbert space Hand
let u and v be arbitrary in H. Then there exist x E u + L o and y E V + M o such
that II x - y II = dist(u + Lo , v + M o). Moreover, [x - y, z] = 0 for any z
of the form s - y with s E v + M o or t - x with t E u + L o .

LEMMA 6. Let M i i = 1,2,... be a sequence offinite dimensional subspaces
of the HUbert space H such that (1) M i n (L:::~ M j) = (0) for all i = 2, 3'00'
Let ri E M i be given for i = 1,2'00' where ri =/=- O. Thenfor each n,

n

L n = n(r i + M/)
i~1

is nonvoid.

Proof The proof is by induction. For 11 = 1, there is nothing to do, so
assume L n = n:'~1 (r i + M/) is nonvoid where n ? 1. This set is a linear
manifold in H and in fact it is simple to check that L" = f + M 1 -L n ... n M" -L

where f is any element of L" . By Lemma 3, there exist XES = r,,+1 + M;+1
and y E L n such that II x - y II = dist(S, L,,) and x - y is orthogonal to
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everything of the form z - y where Z E L n and w - x where W E S. But
{z - J i Z EL,,} = M/~ n ... n Mn.l and {w - x ! w to' 5} = M-;;-'.-l' Thus,
x - y to' (Af-;;-i-1)-'- = AIn+! and x - )' E (MIl- n ... n A1,/)-L = ll,11 + ." -:- iii"
so that.\" - y E M n+1 n (Nfl ~ ... + jl~lr) = (0). Thus x = .:V and L n+1 ==
n:'::~ (ti + M/) is nonvoid. Q.E.D.

THEOREM 6. Let H = L 2[O, 1] and let rr = p)q" C R;~, [' = 1,2"'0' be
such that Pv and g-v have no commonfactors, deg q" = m, degp_v ~ n < 111 and
qj and qk have no common factors unless j = k. Then for each v = 1,2'0'"

there is an f" to' H such that r1 , ... , I"v are all local minima of the functionai
Ilfv - . 11

2 defined on R~,.

Proof By Remark 3, each r v is normal so that it is sufficient to show that
for some!v Xl , ... , Xv are local minima of the functional N(x) = II A(x) - fo I:~

where AO is the parameter mapping introduced earlier and Xl , ... , X" are the
unique parameters with A(Xi) = ri . Now x is a local minimum of N(x) if

0) (1/2) N'(x, h) = [A(x) - J, A'(x, fl)] = 0 for all h E Rm+"+l

(2) (1/2) N"(x, h, h) = [A'(x, h), A'(x, h)J + [A(x) - f, A"(x, II, fl)] > ()
for all h with II h Ii = 1. Using the calculations in Theorem 4 and [9] we note
that for each t', A'(xv , Rfn+n+l) = Pm+r,jqr2 = {p!Qv2

! p is a polynomial of
degree ~-::;; In + n} and A"(xv , fl, 11) E P2m+nlq,,3 0 Let lvfr = P2m+n!Q} V = 1,2, ....

r'" Ie (3) I 3 ",i-1 I 3 P ;: 1 .., "Llmll1. 1 Pi qi = L..,j~l Pit qj PI E 2m~'~n -' = ,... , 1, enen Pi = 0.

P · {' U' (3) (4) (TIi - l . 3) - 3 ,,1-1 ~ rr i - 1 3' Tl-
100). smg we get Pi k~l qk = q, L:;...j~l jJj 11l:~1 k,oj qi')' Hen

ql divides the left-hand side of (4). But qi3 is relatively prime to n~:~ qi/' so
we must have that qi3 divides Pi' But deg(q?) = 3m > 2m + n ? deg p,
which implies that Pi == O. Thus, (M, n L~:~ MJ = (0) and by Lemma 6, fer
each iV, L N = n;:l (r, + M/) is nonvoid. But iffE L,y then since

we have that (l) and (2) are satisfied so that II AO - Iii" has Xl"'" X N a,
isolated local minima. Q.E.D.

Rerwrk 5. A natural question now is whether or not for some!E L 2 [O, !]
the function Ilf - _11 2 has infinitely many minima in R~, . It is known that
this is impossible in the case l1l = I [2] but the general case is still an open
question to the best of our knowledge.

For the remainder of this paper we shall consider the reverse problem of
approximation theory. That is, if H is a normed linear space and M a subset
of H, then given an element m E AI, does there exist a point p =;!= m such that
m is a closest point to p in M?

In what follows, the setting will be the same as for Theorem 3. That is, Ii is
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strictly convex with a twice F-differentiable norm, A : S -+ H is twice F
differentiable, A(S) is approximatively compact and the maps x -+ A"(x, ., .)
and g -+ N"(g, ., .) are continuous.

THEOREM 7. Let XES be given and suppose that

(a) A(x) is normal.
(b) A'(x, -) has closed range in H and is not onto.
(c) The map g -+ N'(g, .) is onto H*.
(d) in~lklH N"(A(x) - f, A'(x, k), A'(x, k» > 0 whenever f 01= A(x).

Then there exists f 01= A(x) such that A(x) is the unique best approximation of
fin A(S).

Remark 6. Using Lemma 4, it can easily be shown that hypothesis (c)
holds for any L p space with 00 > P > 1.

Proof of Theorem 7. By (c) and (b), pick g E H such that II N'(g, ')11 = 1
and N'(g, h) = 0 for every h = A'(x, k), k E E. Let f = A(x) - g. Then
f 01= A(x) and satisfies the condition F'(f, x, k) = N'(A(x) -f, A'(x, k» = 0
for each k E E. Letting!, = AI + (l - A) A(x) for each .\ E [0, 1], and
proceeding exactly as in the proof of Theorem 3, we have thatF'(!" x, k) = 0
for each k E E and in~lkHF"(f, x, k, k) > 0 for A sufficiently small by (d).
Thus, for ,\ sufficiently small and positive, x is a relative minimum of the
functional F(fA' .) defined on S. By the continuity of A-Ion a relative
neighborhood of A(x), A(x) is a relative minimum of the functional N(· - f)
defined on A(S). Thus for perhaps still smaller A, A(x) is the unique best
approximation to f in A(S). See [9]. Q.E.D.

For the following result we shall only assume that H has a once F-differen
tiable norm and that the map A is once F-differentiable on S. N will be
defined by N(g) = II q Ilr where r > 1 and g E H.

THEOREM 8. Suppose p E A(S) satisfies the condition that

span U A'(x, E)
XEA-1(v)

is dense in H. Then p cannot be a best approximation to anyf¢ A(S).

Proof Suppose p were a best approximation to f¢ A(S). Then for each
XES satisfying A(x) = p, x is a global minimum of F(f, .) = N(A(·) -f).
Thus the necessary condition F'(f, x, k) = N'(A(x) -f, A'(x, k» = 0 for all
k E E holds for any such x. But then N'(p - f, g) = 0 for every
g E UXEA-IA(P) A'(x, E) and hence for every g in the linear span ofthis set. But
then, by denseness, N'(p - f, .) = O. However, II N'(p - f, ·)11 = rllp - fIIr- I

which implies p = f-a contradiction. Q.E.D.
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We will now apply Theorem 8 to a generalized rational family that includes
R~, as an example and to the r-families defined earlier. Alternate proofs for
Theorems 9 and 10 may be found in [9] and [11, p, 45] respectively,

LEMMA 7. Let X be a compact HausdOiffspace and suppose p E ceX) is one
to one with lip llao ~ 1. Then span{1/0 - Ap)i AE (-1, I)} is uniformly
dense in C(X).

Proof Let S be any compact subset of [-1, 1]. Using a result of Achieser
[15, p. 254] it is simple to show that span WI(l - AX)}: ,\ i < 1} is dense in
q[-1,1]) and hence also in qS) (using Tietzes' Extension Theorem),
Since X is compact and [-1, 1] is Hausdorff it follows that p-l is continuous
on p(X) = S given the relative topology. Thus for every g E C(X), g . p-I is
continuous on S. Then given E > 0, pick n, .:1:1"", <x" and AI,"" An with
! Ai i < I so that maxS~p(")ES I g . p-l(S) - L7~: cx;/(l - I"p) [ < E. Then
maxo:Gx I g(x) - L;~l Ci;/(l - .\;p(x)) I < E and we have fin:shed. Q.E.D.

Remark 7. The hypotheses of Lemma 7 imply that X is homeomorphic
to a subset of [-I, 1]. Thus the possible dom.ains in Theorem 9 below are
implicitly limited to such compact sets X.

For the following result let X be a compact Ha:lsdorff space, p.. a regular
Borel measure on X, {gl ,..., gn} and {hI'"'' hm } linearly independent subsets
of C(X), Q = span{h1 ,... , hm}, P = span {gl ,... , gn}, and R+ = {plq : pEP,
q E Q, and q(x) > 0 for all x E X}. Let S = {Cal ,... , an , hI'"'' bm ) : b1h1(x) ~
... + bmh",ex) > 0 for all x E X} and define A: S ~>- LtCX, ,u), t >~, ::,y
A(a1 , ... , an , bi , ... , bm ) = (algI + ... + an gn)/(b1h1 + ... --:- b",h m). Letting
s = (al , ... , an, b1 , ••• , bm),p =, algI + ... + Gngn , and q = b1ill + ... --:
bmhmwe then have by a simple calculation that A'(s, R,,-,-,n) = (pQ + qP)lq2.

THEOREM 9. Assume that there exists Po E P such that pix) > 0 for all
x E X. Suppose that r E R+ is given and let II' = {q E Q : q(x) > 0 for af!
x E X and there exists pEP such that plq = ru almost everywhere}. Then if F,
contains elernents ql and q2 such that q21ql I:; one·to-one, r is not the best
approximation to any element f E LtCX, p..) except itselffor t > j.

Proof Let p = Q2lql' We may assume II p II 00 < 1. Then for every
t A I < 1, ql - itq2 EO T,. since if PI E P and P2 E P are such that

then P;JqA = (PI - 'AP2)/(Ql - 'Aq2) is equal to r also. Let X,\ E S be such that
A(x,\) = PAlqA . Since A'(XA , Rn+",) = PAQ + q,\plq,\2 we have that
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for each I A I < 1. By Lemma 7 and the fact that PO(X)/ql(X) > °for all
x E X, span {(Po/qJ . (1 - Ap)-l : I A [ < I} is uniformly dense in C(X) and
hence dense in Lt(X, m) for t > 1. Thus the result follows from Theorem 8.

Q.E.D.

COROLLARY 2. A nonnor111al element of R:,[O, 1] cannot be the best
approximation to any f E Lt[O, 1] other than itselffor t > 1.

Proof If r E R~,[O, 1] is not normal then by Remark 2, there exist
relatively prime polynomials (or they may be constants) p and q such that
op < n - 1, oq < m - 1, r = p/q, and q(x) > ° for all x. Then
r[p(1 + x)]/[q(1 + x)] and so T,_ contains the elements q and q . (l + x)
whose quotient p = 1/(1 + x) is clearly one-to-one on [0, 1] with II p Ilw < 1.

Q.E.D.

We also have the following application of Theorem 8.

THEOREM 10. Consider the family F = {L:~l L;~o aiiy(j)(ti , x)[ ti E T and
L:~l (m,. + 1) < N} where T is a compact subset of the real line, N a fixed
positive integer and yet, x) satisfies the hypotheses of Theorem 5. In addition,
assume that span {yet, x)1 t E T} is uniformly dense in qo, 1]. Then if an
element f E F is not normal (using the parameter map A of Theorem 5) it cannot
be the best approximation to any element ofL p[O, 1] other than itselffor p > 1.

Again we shall not present a complete proof here, but mention that iff is
not normal then one discovers by direct calculation that

U A'(x, R2n) :J {yet, x) I t E T}
XEA-1(f)

from which the result is obvious.
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